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1.0INTRODUCTION

The Group2 consortium uses travel time predictions of regiona phases from 3-D
mantle models used to relocate seismic events. Therefore, errors in the predicted travel
times can directly affect the robustness in event locations. These errors in the trave time
predictions are called modeling errors which combines, among other factors, with the
arors in the ariva times of picked phases (measurement error), misdentification of
seigmic phases and erors in the origin error to give us uncertainty in event locations. In
the location agorithm used in the Group2 Phase 1 ddivery (Yang & d., 2001),
independent estimates of the model error and the measurement errors are used to estimate
confidence dlipses. The a priori model errors are a phase-dependent function of distance
and control how the different phases are weighted in the relocations. Therefore, with
redisic mode eror estimates, we aso expect to get better locations since the data are
weighted more gppropriaiely in the inverson. In this report, we present the methodology
used for developing and testing model error estimates, which form an integra part of the
SSSCs (Nagy, 1996) used in the relocations.

The primary god of the Group2 consortium is to develop regiond travetime tables
that improve event location estimates in the Middle East, Mediterranean region and North
Africa. This framework comprises mode based Source Specific Station Corrections,
SSSCs, that contain estimates of predicted travel time as a function of source location and
their associated errors. In Phase 1 of this project, we developed SSSCs for Pn and Sn, for
two different 3-dimensond Eath modds, CUB10 and SAIC-HRV. Two rdated but
Separate sets of error estimates are provided for Pn and Snh. These mode error estimates
are the same for both the CUB1.0 and SAIC-HRV moddis.

The gods of this sub-project are the following:
a Estimate modd errors that captures un-modeled 3D structure;

b. Tes if the error estimates predict “honest” coverage dlipses, i.e, does 90%
confidence dlipses cover the Ground Truth location 90% of the time;

C. Propose improvements to methodol ogy.

We present in this report a collection of andyses that support the choice of ample
distance dependent modd errors for the Phase 1 delivery. Theseinclude:

a Re-andysis of the Pn and Sn midfit from 3 - 20° for the IASPOL travel times
from the EHBGTS cadog, i.e, the events from the EHB catdog (Engdahl et
a., 1998) which are candidates for being considered to be of GT5 qudlity.

b. Andyss of Pn midit from 3° - 20° of 1,00,000 Pn phases from the EHB
catdog for the CUB1.0 3D veocity modd. This alows us to ascertain the leve
of unmodeled sgnd in the travel time predictions of the data.
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C. Breskdown of Pn midfit & IMS dations for the CUB1.0 model by geographic
regions that shows us the spatid distribution of this unmodeed sgnd.

d. Comparison of empirica (JHD) path corrections with CUB1.0 and SAIC-HRV
mode predictions for event clusers alows us to directly test the modes in
certan regions.

e. Andyss of resdud variance between empiricd travel times (JHD) and 3-D
model predicted path corrections that can help us separate modding and
measurement errors.

f. Egimaion of the underlying variance of the Pn and Sn travel times using data
from the IDC Reviewed Event Bulletin (REB).

g A comparison of the trave time predictions between the CUB1.0 and SAIC-
HRV modds. The difference between the predictions can give us an estimate of
modeling errors.

h.  Andyss of coverage from relocation experiments usng GTO — GT10 reference
events which alows usto test for “honest” coverage dlipses.

The eror estimation methodology used in Phase 1 is smple and based on empirica
data. Error estimates will be improved in Phase 2. Our god in this anadyds is to obtain
eror edimaes tha give daidicdly dgnificant locaion improvements and “honet”
coverage dlipses. In the following sections, we describe the modding error estimates and
judify their use in the Phase 1 locatiion vdidaion tesds. Results from relocation
experiments and cluster anadlyss, described in other sections of the Phase 1 ddivery, have
a0 been incorporated in this andyss. Finaly, based on these experiments, we suggest
possble methodologies that can be used to improve the modeling error estimates in the
Phase 2 of the Group?2 calibration project.

2.0 Estimation of Model Errors

We have congructed modd error surfaces based on empiricd information. These
edimates were developed for both Pn and Sn phases. We have not developed a
theoretical foundation of the error problem for this prdiminary ddivery. Estimates of the
eror propagation through 3-D modds into SSSCs are ill a research topic. There is no
exiging methodology at this time. We thus undertake a pragmatic, data driven gpproach
to estimating SSSC error surfaces at thistime.

Inlieu of detailed empirica error maps or error surfaces produced by a good theory
of error propagation from uncertainties in the 3-D mode, certain smplified summearies of
misfit provide the best information we have about errorsin predicted travel times. Asan
example, we plot average 1-norm misfit versus epicentra disance in Figure lafor al of
the stations across Eurasia and for the Group 1 and Group 2 IM S stations and surrogates.
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We used the EHB dataset in this analysis and selected events that are considered to be
accurate to within 15 km (i.e,, GT15 or better) for thisanayss. As part of this project,
Group2 has developed araytracer that is capable of predicting accurate travel timesfor 3-
D modes at regiona distances. We used this raytracer to predict the travel times of »
1,000,000 Pn rays and compared those times to that obtained from the EHB catadlog. As
shown in Figure 1a, average misfit grows nearly linearly until about 15° and then
decreases. This 10° - 15° feature results predominantly from errorsin predicting the
distance where Pn trangtions to adiving-P. Thistrangtion is seen in the SSSCs as a high
velocity ring that occurs between 10° and 15° at most azimuths. Predictions of the onset
of the Pn to diving-P trangition are very sendtive to the upper mantle vertica gradient.
Therefore, smal changesin the moded produce moderate changesin travel time
predictionsin the 10° - 15° range.

We used the standard deviations of the Pn mifits, binned on distance, to obtain
mode error as afunction of distance. Figure 2 shows our mode error estimates for Pn
aong with the estimates currently being used & IDC for Pn. We scaled Pn errors by a
factor of two to obtain Sn error estimates. In generd, [dVSVS] » 2.0 [dVp/Vp]
(Robertson and Woodhouse, 1995; extrapolated to upper mantle bottoming depths) and
we expect the errors to scale amilarly. It islikely that the smply parameterized travel
time error surfaces will resemble the overdl average curvein Figure 2 scaled to maich
the observed misfit near each gation, thereby reflecting regiona variationsin modding
error. Average rms-midfits for sdlected ations with the CUB1.0 modd are shown in
Figure 3. This figure shows the station coverage of the dataset used for computing error
estimates.

3.0 Comparison Between Group2, EHB and IDC
Error Estimates

We adopted an azimuthdly invariant, region wide modd error estimate in Phase 1
that varies only as afunction of epicentral distance. Thisis Smilar to the basdine
currently used by the International Data Center (IDC) in routine location caculations.
The IDC modd errors for each phase are dso only dependent on the source-to-receiver
distance. A comparison between these two error estimates is pertinent as Group2 hopesto
improve upon the current IDC system. Though the methodologies in deriving the two sets
of modd errors are smilar, the basdine IDC curve was derived using a background 1-D
modd (i.e., IASP91) while the new errors are based on CUB1.0 modd. We expect that
with better estimates of the laterd variation of structure, the level of un-modded sgnd in
our estimates to be smaller than those obtained using IASPOL, i.e., we expect our error
estimates to be smdler than the baseline at comparable ranges. Figure 4 shows the error
esimates for CUB and IASPI1. Often times, an andlyst can identify the firgt-arriving P-
phase as either P or Pn. If the andyst subsequently usesthis as a defining phase in event
re-location, the predicted travel times and their associated error estimates can change. To
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Figure 1. (&) Average 1-norm midfit between Pn wave trave times and the predictions from the CUB
3-D modd plotted as a function of epicentrd disance. (b) Number of measurements in each 0.5° bin.
The solid line is obtained from dl of the seismic dations in the Group2 region (Latitude between —15°
and 80° and longitude between —40° and 100°) in the EHB catdog and the dashed line is only for the
IMS gations in this region. In dl, gpproximately 1,000,000 Pn arivals were used. The variability of
midfit for al gationsin this region has been used as a modd error estimate.

avoid this ambiguity, we have plotted the baseline IDC error estimates for P, Pn, Sand
Sn phases. There are few things to note in this comparison:

a. The CUBL.0 eror egimates are sgnificantly smaler than the current default
estimates.

b. The shapes of the error curves are smilar. For instance, for both moddls, the error
edimates increases steadily till about 14° where there is a significant jump in the
vaues. After about 16°, the error estimates monotonicaly decrease.

c. TheP and the Pn curve are the samefor IDC errors at distances less than 17°.

Error estimates for the S-phase at IDC is sparsely sampled. Actualy, estimates of
errors are only presented at Six ranges between 0° - 180°.
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Figure 2. Edtimated Pn modeling errors (Phase 1 delivery) is shown by magenta symbols.
These errors are only dependent on epicentra distance range and are same for al gations
and for both the CUB1.0 and SAIC-HRV modes. The current IDC modeing error for
Pr/P is shown for reference by the blue symbols. The errors are smoothly interpolated for
ranges in between the nodes. The Phase-1 Pn errors are scaled by afactor of two to obtain
the Sn errors. Note the similarity in shapes of the two modeling error curves.

Next we compare the error estimates from the high quality EHBGTS5 catalog which is
a subsat of the EHB catalog but only contains events which are candidates for GT5 or
better quality. This limits the effect of errorsin the source location and origin time on our
andyss. We then compute resdudsw.r.t. agloba 1-D modd, IASP91. Figure 4 shows
our error estimates from the EHBGTS5 catalog for Pn and Sh phases. It is interesting to
note that for Pn, the EHBGT5 error estimate is similar to the basdline. Thisis expected as
both of them used similar datasets and the same 1-D reference model. On the other hand,
the Sn errors differs dightly in amplitude and phase with a prominent pesk value & 16°
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for the EHBGTS5 cataog. This result confirms the generd amplitude and distance
dependence of modeling errorsin current practice at IDC.
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Figure 3. Summary of rms-midfit between Pn travel time observations and predictions for
the CUB1.0 modd. (a) Midfits a dl of the stations in the Group2 region. (b) Midfits at
the IMS gtations. We have averaged stationresiduals a every 5°, which is comparable to
the resolution of the latera variation of structure for this model (Israelsson et d., 2001).
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Figure 4. Model error curves for the various datasets analyzed in this study. We show the
modd error curves used for Phase 1 delivery [Pn(CUB1.0)]. The error curves used in the
IDC processing were developed by Israglsson et a. (1997). For the EHBGTS s, we
have used only the eventsin the EHB cata og that have location accuracy of GT5 or
better. The model error is represented as the standard deviation of the resduals w.r.t.
|ASPIL.

4.0 Appraisal of Error Estimates Using Results
From Cluster Analysis

In this section, we lig the principa findings of the cduger andyss (Isadsson 4.,
2001). These findings help us vdidate the modd erors used in Phase 1 and dso identify
possible future improvements.

- Normdized empirica path corrections obtained from the analyss of each cluster
can be used as a high quality travel time dataset, as non-structure related path-
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effects on the travel times have been largdly diminated. We can use these

datasets, one for each clugter, to test the models by comparing them with model-
predicted travel times. In Phase 1, we have developed and carried out validation
tests with two separate 3-D models, namdy CUB1.0 and SAIC-HRV. Figure 5
shows a comparison of the path effects from the Azgir cluster with the two sets of
mode predictions. We find that the CUB1.0 model performs significantly better
compared to the SAIC-HRV mode. Similar results are obtained from the analyses
of mogt other clugters. We can conclude from this test that the CUB modd, in
generd, predicts the travel time dataset better than the SAIC-HRV modd and this
maybe areason for the differences in performance in the event relocations using
SSSCsfor these two models. Secondly, it indicates that the modeling errors
probably need to be higher for the SAIC-HRV moddl.
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Figure 5. Comparisons of modd predictions with empirical path corrections obtained
from aJHD andysis (Isadlson et d., 2001) of the Azgir cluster. The path corrections
can be used as a high qudity dataset of empiricd trave times. The CUB1.0 modd
predicts the empirical data better (corr. coeff. = 0.87 versus 0.63).
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We have computed the correlation coefficients between the JHD corrections and
the travel time predictions of the CUB1.0 and SAIC-HRV models for 44 other
clusters. A smilar anaysisfor the CUB1.0 mode has been carried out by
Israglsson et a. (2001). For adetailed discussion of the clusters, please refer to
the Israelsson et d. study. Our analyses of the CUB1.0 modd differ dightly asin
this study we do not remove the outliers before computing the correlation
coefficients. Asin the Israglsson et d. study, we have used data only up to 18° in
distance range and the residuds for each dataset have been normalized by their
respective median vaues to remove the biasing effects of unknown event timeson
the JHD path corrections. Table 1 shows the results of this corrdation analyss
that indicates that the corrdations are, generdly, higher for the CUB1.0 modd,
i.e, thismodd predictsthe travel time better. The range of travel times for both
the modd predictions and the path corrections are larger than our modeling error
esimates and the difference indicates the leve of trave time Sgnds that can be
used for event relocations. Surprisingly, the range of values and the slandard
deviation of path predictions of the SAIC-HRV modd are larger than those for
the CUB1.0 model though the former is comparatively a smoother modd. Figure
6a, b shows the correation coefficient as a function of cluster locetion for the
CUBL1.0 and SAIC-HRV modds. Note that there are higher correlation coefficient
vaues for the CUB1.0 modd with most of the higher vaues, for both models, are
for clusters to the north of the Group2 region.

The modd error estimates developed in our study has been empirically derived
and ismost definitely biased upwards by the un-estimated measurement errors.
|srael sson (2001) gives asummary of estimates of measurement error based on
differences between JHD path corrections that are not significantly biased by
travel time mode and origin time errors. For agiven clugter, the average arriva
time differences to a given station pair is compared with trave time difference
caculated from the CUB modd. This difference represents aresdud of the
mode. With many such resduds, astandard deviation can be caculated for al of
subsets of the data that in turn let us estimate measurement errors in the dataset. If
we assume that the measurement errors derived from the JHD analysisis
representative of the errorsin the EHB catalog and that the measurement and
modeling errors are independent and their didtribution is Gaussian, the difference
between their variances can give us estimates of the “true” modeling error. In
Figure 7, we show this updated modeling error along with the estimates of our
current modeling errors and the measurement errors. We need to test the
assumption that modeling error is only distance dependent before we can
implement this updated moddling error in the SSSCs.

10
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Cluster Name Range STD1 STD2 STD2 CCi Ccc2
JHD CUBL1.0 SAIC-HRV
min max min max min max

Algeria, Blida -2.199| 3.252] -2.003] 1.157| -2.154f 2.276] 1.08 0.51 1.09 0.35 -0.47
Algeria, Bordjbou -2.907| 4.841) -1.373] 1.044| -2.492] 1.469 1.2 0.47 1.02 0.03 -0.17
Algeria, El Asnam -2.686| 7.556) -2.271] 1.265| -2.14 3.35] 1.59 0.73 1.28 0.14 -0.34
Algeria, Mascara -1.975| 2.608] -2.118] 1.822| -2.317] 1.935[ 0.96 0.87 131 0.57 -0.69
France, Annecy -1.605 3.18] -0.968| 0.728]| -2.614] 0.639| 1.22 0.47 0.73 0.69 0.45
Greece, Alani -1.585| 5.303] -0.762| 0.463| -2.336] 1.304| 1.32 0.29 0.97 -0.07 0.13
Greece, Amfissa -2.662| 5.638] -2.196| 1.113| -8.292] 2.118| 151 0.71 1.9 0.07 -0.15
Greece, Crete -3.688| 7.309] -1.714f 0.929]| -11.06] 1.243] 1.73 0.66 1.54 0.19 0.08
Greece, lonian Sea -3.144| 8.269] -1.526] 1.239| -2.268 2.46] 1.41 0.65 0.78 0.39 0.39
Greece, Kanallkion -4.375] 10.427) -2.821] 1.275| -3.668] 2.453| 1.57 0.55 1.66 0.42 0.24
Greece, Kefallnia -5.086] 5.505] -2.608] 0.936 -0.1] 2.432 1.64 0.6 1.84 0.52 0.36
Greece, Pagasae -3.127| 4.864] -1.95] 1.802| -3.222]) 2.553| 1.52 0.63 1.76 0.32 0.04
Greece, Thermum -2.765| 5.325] -2.199] 1.201| -3.819) 2.351f 1.73 0.69 1.78 -0.01 -0.23
Greece, Thivai -3.218| 7.356] -1.492| 1.624| -3.074] 2.702] 2.04 0.75 1.69 0.08 -0.29
Greece, Zakynthos -3.958| 8.602] -1.905] 1.431| -4.745] 1.626] 1.99 0.51 1.59 0.01 -0.34
Greece, Zmfissa -3.217| 4.084) -3.221] 0.891]| -3.356] 2.204| 1.45 0.63 1.52 0.37 0.08
Israel, Agaba Central -3.14| 3.227] -1.859| 1.247| -2.843] 0.849| 1.06 0.69 1.08 0.12 -0.16
Israel, Agaba North -2.149| 7.471) -1.601] 1.415| -2.738] 1.291] 2.01 0.69 1.11 0.12 -0.25
Israel, Agaba South -1.455 6.36] -1.905| 3.115| -2.835) 1.127] 1.51 0.81 1.14 0.31 -0.35
Italy, Abruzzo -2.125 3.6] -0.912| 0.699]| -2.935y 2.412] 1.17 0.41 1.19 0.15 -0.1
Italy, Forli -2.334| 2.159] -0.802] 0.619| -1.627] 1.554 0.89 0.31 0.79 0.03 -0.1
Italy, Gemona -2.36] 6.416] -3.875| 1552| -4.128] 2.113| 1.22 0.96 1.6 0.04 -0.11
Italy, Reggio -1.686[ 2.126] -1.05] 1.062| -2.325 0.7/ 0.85 0.6 0.6 0.35 0.27
Italy, Rionero Central -4.366 7.38] -2.195| 0.802] -3.25] 1.982| 1.31 0.43 1.36 0.34 0
Italy, Rionero North -3.325| 3.149] -0.877[ 0.837| -1.865) 2.267| 1.22 0.4 1.21 0.01 -0.11
Italy, Rionero South -3.588| 14.476] -2.104f 0.71] -2.169] 2.583] 1.99 0.49 1.27 -0.02 -0.2
Italy, Taormina -3.094| 5.617] -0.774] 0.722 -20 99| 1.63 0.32] 49.15 -0.03 0.2
Italy, Umbria-Marche -3.284| 3.261] -1.861] 1.011| -4.373 2.46 1.2 0.48 1.29 0.23 -0.2
Italy, Ustica -2.921 6.057]) -0.791] 1.471 -106 13| 1.74 0.41] 45.97 0.36 -0.06
Montenegro, Kotai -3.057|] 3.198] -3.071] 1.089| -2.892] 2.542| 1.18 0.68 159 0.38 0.15
Morroco, Alhoceima -1.432 2.365| -1.686| 0.786] -3.907 143 0.9 0.57 1.33 0.12 -0.01
Morroco, Melilla -1.931] 2.126] -1.354] 1.326] -4.099] 1.459| 0.84 0.57 1.65 0.25 0.09
Poland, Lubin -5.813[ 3.663| -3.943] 1.009| -3.504] 3.654| 1.53 0.96 1.39 0.74 0.35
Poland, Silesia -5.315| 1.776] -4.363] 1.298| -4.361] 2.818| 1.82 1.76 2.22 0.8 0.83
Russia, Astrakhan -2.373| 7.368] -1.469] 2.15| -0.343] 1.811| 2.63 0.93 0.6 0.38 0.15
Russia, Azgir -2.457| 3.639] -2.526] 2.37| -0.754] 2.033[ 2.04 1.43 0.8 0.87 0.63
Russia, Racha East -6.725| 2.928] -4.698] 2.129| -1.551) 3.713| 2.15 1.68 1.2 0.76 0.27
Russia, Racha West -3.912|] 6.131] -4.106] 2.71] -1.064] 3.608] 2.78 1.81 144 0.35 0.01
Slovenia, Krm Mountains -1.761] 2.168] -0.941] 0.894| -2.02) 2.075| 0.93 0.44 0.78( -0.08 0.16
Spain, Jayena -1.977] 3.375] -1.341] 1.583| -3.426] 2.072] 1.22 0.69 143 0.32 0.53
Spain, Loja -1.303[ 3.206] -0.896| 0.835| -3.048} 1.277] 1.1 0.52 0.94 0.19 0.44
Spain, Murcia -1.524| 2.075] -0.665{ 0.977] -2.209] 0.583] 0.8 0.42 0.78 0.33 -0.09

Table 1. Results of corrdation anadyss between empirica trave time (JHD) and modd predictions.
STD1, STD2 and STD3 indicate the standard deviation of the JHD, CUB1.0 and SAIC-HRV trave
times respectively. CC1 and CC2 are the JHD vs. CUB1.0 and JHD vs. SAIC-HRV corrddion

coefficients.
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- InFigure 14 of Israelsson et d. (2001), we compare the standard deviation of the
differences between CUB1.0 and JHD path correctionsfor dl of the clusters, asa
function of distance, versus the modding error developed here. The differences
reflect the part of the seismic structure not adequately modeled by the CUB1.0
mode and thus can be used as a proxy for modding error. This comparison shows
that the modeling errors used by Group?2 in this delivery is probably too
consarvative.

- InFigure 8 of Israglsson et d. (2001), we show that the estimated JHD path
corrections at distances less than 1° apart, for both between clusters and between
dations, are highly correlated. In generd, the corrdation length of structure in the
Group?2 region is aout 1° supporting the choice of 1°” 1° parameterization of the
SSSC surfaces.

- The models estimate structure well & length scale greater than 500 km. An
anaysis of the relationship between JHD path corrections and CUB1.0 model
predictions indicate that they are Sgnificantly correlated a distances grester than
5°. This suggests that smdler structures are probably not adequately captured by
the modd s and thus, in Phase 2, we might need to increase the modd errors at
distances lessthan 5° from the Sation.

5.0 Appraisal of Error Estimates Using Results
From Event Relocations

Yang & a. (2001) have peformed vaidation testing of the SSSCs, which includes
travel time predictions and mode errors, by relocating events in the Group2 study area,
with and without the SSSCs. Four data sets were used for these tests: a Fennoscandian
events, b. Group2 GTO-GT10 reference events, ¢. Mid-ocean ridge and transform events,
and d. events in the EHB cataog (Engdahl et d., 1998) which are probably of GT5
qudity or better. To cary out a comprehensve andyss, the authors used various
combinations of cdibrated (with SSSCs) and uncalibrated (without SSSCs) regiond and
uncalibrated telessismic arrivds. Mogt of the relocations are from the GTO-GT10 dataset;
we discuss the results from those relocations here. Relocation results usng SSSCs show
ovedl improvement in event location and confidence dlipses. All events have reduced
confidence dlipses without losing 90% coverage. The median reduction in dlipse aea is
2360 kn? (from 4600 to 2240 knt). The improvement is Smilar when only cdibrated
IMS/surrogate regionals are used, but deterioration is larger when only cdibrated IMS
regionas are used due to limited number/geometry of Sations. For events with no more
telessismic phases than 3 times the number of Pn and Sn phases, there is large
improvement when located usng IMSsurrogate. Using the 571 GTO — GT10 events (the
magor part of the testing), authors conclude that:

a CUB 1.0 modd based SSSCs and model errors performed well w.r.t. 1ASP91
modd. Degradation is less than expected from the error model and test data .

12
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Figure 7. Etimate of distance dependent measurement error as obtained from the JHD
andyds. From this limited andlysis of the Group2 region, we observe that the
measurement error is somewhat correlated with the modeing error and probably
contributes to the latter. Thus, robust estimates of measurement error can be used to give
usimproved estimates of moddling error.

b. Modd errors predicted “honest” 90% confidence dlipses.

c. Mode errors may be over conservative for 50% of events but under estimated for 5%
of theevents.

d. IASPI1 travel-time tables performed better than should be expected given the current
IDC modé errors.

Relocaion tests usng the MORT GT10 events reved the drong senstivity of
location dgorithms to outliers in the digance range of 15 to 20 degrees due to miss
association of P to Pn. The percentage of events that falled the 90% coverage test is only
dightly below what could be expected based on the sample sze. For the vdidation tests
usng the candidate GT5 events from the EHB bulletin, 90% coverage reduced from 94%
to 84% and the Median coverage is close to the expected vaue of 0.3. For this dataset,
while the modd eror under predicts at the 90th percentile error, it correctly predicts the
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50th percentile coverage. We can thus conclude from the vadidation testing that our
adopted error model is adequate for event relocations in the Group2 region.

McLaughlin and Bondar (2001) invedtigated the effect on event relocation of
uncertainty in reference event locaion by andyzing the test results of Yang & 4.
(20018). The coverage datistic, a measure of GT event location relative to the location
confidence dlipse, was computed for event relocations carried out using both cdibrated
(with  SSSCs including our modeding errors) and uncdibrated (without trave time
cdibrations and usng IDC modding erors) travel times. McLaughlin and Bond& show
that both calibrated and uncalibrated travel times perform better than expected for 90% of
the events based on the theoretical Chi-squared didtribution (Figure 3 of the article). The
authors conclude that al values of coverage less than 1, the cdibrated mode performs
mesasurably better. Importantly, they find that the number of events that degrade is never
larger than what we would expect from random chance. These teds vdidate the use of
our modding errors in the rel ocations tests using reference events.

6.0 Estimating Model Errors by Analyzing the
High Quality Pn/Sn Travel Times Obtained from
the I DC REB

The mode errors used in this sudy have been obtained from anayss of the Pn travel
times in the EHB catdog. Here we carry out a limited andyss to identify if this dataset is
internally consstent. We extracted Pn and Sn ariva times from the PIDC REB till the
2/21/2000 and from the IDC REB for dates &fter that. We removed arivas for which
SSSCs were used as a change in the basdline velocity modd can bias this andyss. Since,
we are interested in dl of the Pn and Sn arrivas that have been associated by an andyd,
we extract data from both defining and non-defining phases. We have used data only
from dations within the Group2 region and have events for which there are a least 15
defining phases as these events are deemed to be wdl located, removing somewhat the
bias from location and origin time errors. Findly, we only used events that have been
located shalower than 40 km as this is the de facto definition of crusta thickness for an
andyg (limits P/Pn identification ambiguity).

Fird, travel time resduds w.r.t. the IASP91 model are computed. These arivas are
binned as a function of disance and the standard deviation of the resduds within a bin
ae edimated. The vaiaion of the sandard deviation with distance is shown in Figure 8.
We note that the curve for Sn is Smilar to that for the EHBGTS and the estimated IDC
modeling errors (Figure 4). On the other hand, the Pn errors are sgnificantly smaler than
the corresponding ones for EHBGTS and the basdine. This discrepancy between the Pn
and Sn datasets is interesting and we present a possible reason for this. To relocate an
event in the REB, the anadyst makes sure that the resduds for each of the defining phases
is less than 2 s (for Pn) and 3 s (for Sn). These residuals are computed for the globa 1-D
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mode 1ASPI1 that might be grosdy inadequate for regiona phases like Pn and Sn. Thus,
there is a tendency for the andys to pick the arivd time close to the predicted time or
make the phase ron-defining. The laiter factor may be more sgnificant for Sh where only
60% are defining while 85% are defining for Pn. Moreover, there are about four times
more Pn defining arivads than Sn. This suggests that the Pn arivads ae sysematicdly
picked to be consstent with the IASPO1 predictions thereby yidding smaler standard
devidions, compared to Sn, as shown in Figure 8. This experiment suggests that the
picked travel time can be a function of the underlying velocity modd and thus an use of a
more redigtic 3-D model, especidly in the analyss of regiond arrivals, is gppropriate.
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Figure 8. Standard deviation of Pn and Sh residuals, respect to the IASP91 modd,
obtained from the IDC and PIDC Reviewed Event Bulletin (REB). Please see text for
details on data selection.

7.0 Comparison of SSSCsfor CUB1.0 and SAIC-
HRV Models

One of the components of the modding error is structure that has not been accounted for
in the 3-D mode s and can bias trave time predictions from SSSCs computed for those
modds. One of theindicators of this unmodeled signd can be obtained from a
comparison of the 3D seismic models of the Group2 region. This can be achieved by
comparing the travel time predictions for identica paths for the CUB1.0 and SAIC-HRV
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modéls, i.e., by comparing the corresponding Pn and Sn SSSCsfor a gtation. We carry
out this process for the » 750 stations that were used in both the rel ocation tests using
these two models. Since, we used only two separate modelsin this test, the scope of this
test islimited. Moreover, both of these models are optimaly smooth and thus error
estimates from thistest will be conservative. Figure 9 shows a distribution of the
difference between these resduas. This figure suggests that the velocities in the SAIC-
HRV modd, in generd, have fagter velocities that can contribute to some of the
differences observed in the rel ocation tests with these models (Yang et d., 2001a,b).

5 Pn
35219 : : .

_3_
25¢

2_
15-

1 L
05h

ﬁ 1 1 1

5 10 5 0 5 10 15

HRV/SAIC - CUB1.0 (s)
4 Sn
10
122 .
30 20 10 0 10 20 a0

HRW/SAIC - CUB1.0 (s)

Figure 9. Digribution of the differences of travel time predictions between the SAIC-
HRV and CUB1.0 modédsfor Pn and Sn phases. A variaion of theseresdualsasa
function of epicentral distance can give us gpproximates estimates of modding errors.
Note thet, in generd, we find that the SAIC-HRV isthe modd with faster velocities.

We show the vaidion of the travd time differences as a function of epicentrd
distance in Figure 10. Since, both SAIC-HRV resduds and CUB1.0 resduals have errors
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associated with them, we divide the standard deviation of the difference by (2 (assuming
that the errors are uncorrdated). Thus, in Figure 10, we show the datigtic, s(SAIC/HRV
— CUB1.0)/2, as a function of epicentrd distance. The Pn vaues are lower than
modding error accepted in the Phase 1 ddivery, supporting the hypothess that the
former explains a fraction of the totd error budget as the latter aso contains the effects of
measurement error, origin time erors and the effect of smaler scde dructure not
modeled by ether of these two models.
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Figure 10. Vaidion of traved time differences between the SAIC-HRV and CUB1.0
models. We show the variations for the Pn and Sn SSSCs and use the dHatidlic,
S(SAIC/HRV — CUBL0)/C2, to dlow for modding eror in each st of modd
predictions. Note that they differ by a factor > 2.0. The modding error adopted in this
ddivery is shown for reference. The eror edimate obtaned from the trave time
differences is only a pat of the error budget and thus, as observed, is a conservative
edimate of the modding error.

8.0 Future Plans. Improving Model Error
Estimatesin Phase 2

The main god for computing good esimaes of modd eror is to obtan 90%
confidence dlipses that contain 90 % of the reference events. Though this is the case for
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nearly al reocation vaidation tests, our smplified modd eror edimates need to be
improved in Phase 2. The changes will make more redidic edimates, i.e, vay
azimuthaly as wdl as radidly and be gdation specific. As described in previous sections,
the measurement error can be a sgnificant fraction (up to about 30% in variance) of the
modding eror. These improvements will be based both on wha we learned in thar
vadidation tests in Phase 1 and dso from new techniques that will be developed by the
Consortium in Phase 2. Initid andyses for some of these techniques have been
documented in this report.

1) Modd based: Anayzing the varigbility between SSSC surfaces computed for the
two (HRV and CU) models. The SSSCs been derived from 3-dimensond eath
models. There are severd limitations of these models, eg., the inability to modd
sesmic dructure a short length scales (< 100 km), inadequate spatid sampling
both radidly and laerdly, the use of noisy picks which have sgnificant
measurement error and origin time error built into it, etc. Though these limitations
exig for each of these modes, they vary between models. Thus a comparison
between the SSSCs can give us an estimate of the range of modd errors. This
comparison can be carried out for each station separately and thus individua error
surfaces congtructed. However, since we are only comparing two separate models,
these surfaces will most probably beill congtrained.

2) Data based: Compute 1-D midfit datigtics (epicentral distance vs. variance of TT
resdud) for dl of the dations in the region, including nonIMS dations to get
good spatiad coverage, usng a travel time data set and he 3D modd with which
the SSSCs are being generated. Using dl of the gdations will give us a large
enough dataset to robustly condrain the region wide variance dructure. This is
amilar to the steps we undertook for Phase 1. In Phase 2, we will improve these
edimates by usng only GT5 data dong with improved Cub and SAIC-HRV
models. An initid andyds of this GT5 daa (i.e, EHBGT5) using a 1-D modd
has been presented in this section. There are two possble pathways for this
approach: a We can scale midfits variances by each dation resduad (a sngle
number as shown in Fgure 3ab) to edimate daion specific, azimuthdly
invariant error surfaces. (b) For dations with ggnificant number of trave time
picks (> 100) we can compute its variogram between pars of resduals. These
variograms can give us edimates of corrdation length of Structure near the dation
that can let us extrgpolate the modeing errors lateraly. We will adopt a
amplified, Sationary atigicsin thisandyss.

3) Ad hoc error bounds based on our knowledge of how well we know the structure
in a region. This issue can only be addressed after a full-scale comparison of the
avalable 3-D models that will be carried out at the end of Phase 1.

4) The default IASPElI vaues, maybe in regions of sparse data and/or mode

coverage. This is a posshility in regions like North Africa where the data
coverage, especidly for regiond body waves, is low. On the other hand, Figure 4
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5)

6)

7)

shows that these estimates are considerably high and might not be appropriate for
the regional scale relocations that are the focus of this Consortium.

Usng corrections derived from JHD andyss of event clusers to improve, in
limited number of areas in conjunction with the error surfaces obtained from the
above methods. The JHD technique, as described in Israglsson et d., (2001), can
let us obtain robud, internaly condstent and datisticdly sgnificant modd  error
edimates in regions close to the event duder. Unfortunately, the spatiad sampling
of these duders is limited. With a sgnificant increase in the number of duders to
be andyzed in Phase 2 dong with datisticd extrapolation techniques (eg.,
variogram based as described in point 2 @ove) can dlow is to use these estimates
for region wide, station specific error etimates.

Develop a methodology for handling error surfaces where we have reference
events. The reference event database (Bond& et da., 2001) is one of the
deliverables of Phase 1. We will use this dataset, where some of the ambiguities
in event location ae removed, to condruct improved empirica correction
surfaces.

Limited Monte Carlo tests with the modds. Given the inherent underdetermined
nature of the 3-D tomography problem, these tests can dlow us to identify the
dlowable range of modd parameters that fits a paticular dataset. A robust
edimation of this modd varigbility can lead to more redigic edimaes of un-
modeled sgnd and thus to improved modd eror edimae The Universty of
Colorado group, who is pat of this Consortium, is currently exploring this
technique.

We expect methods 5 and 7 will be important in estimating mode errorsin Phase 2.

9.0 Summary and Conclusions

We have chosen a smple and conservative approach to estimate modding errors for
SSSCsddlivered in Phase 1. They have been empiricaly derived usng the EHB Pn
arrivas by comparing them with the predictions from the CUB1.0 modd. Sh model
errors have been scaled to Pn. These estimates vary only radidly from a gation.

Moreover, they are the same for both CUB1.0 and SAIC/HRV modesfor dl stationsin
thisregion. The mode errors are primarily expected to capture the gross uncertaintiesin
trave time as afunction of sgna only. We have carried out a set of teststo verify if our
amplified modd errors are vdid. At this stage, it is premature to make more
sophisticated error models that depend on station and source specificity. We do not
expect to develop aformal, error propaggtion methodology for a high-resolution 3-D
seigmic modd in Phase 2. However, we have carried out an andys's of severd estimation
techniques that may give more redlistic modd errors and provide 90% coverage.

From the experiments that we have carried out, we can conclude the following:
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1. Confirmation of IDC basdine errorsderived from | ASP91 mode

Comparisons of residuas for the EHBGTS bulletin, the PIDC and IDC
REB’s, confirm the general amplitude and distance dependence in current
practice for the default IASP91. The 3-D models used in Phase-1 are
expected to give better predictions of regiond travel times compared to
the default 1-D model. The Phase 1 modd error estimates are significantly
smaller than those currently used at the IDC for the default IASPO1 values
(Section 3). However, we find that the REB arrivals are picked to be close
to the IASPI1 predictions and usudly within the bounds of the basdine
modeling errors (Section 6).

2. Phasel modd errorsarevalid.

Model errors, asafunction of epicentra distance, is adequate for the
following reasons.

a. More sophisticated error models are not warranted at this time:

I.  Currently there are no methodology for propagating 3-D modd
errorsto SSSC model errors

ii.  Currently thereis no methodology for the evauation of effect of
null spacesin the 3-D models on SSSC model errors.

b. Empirical model errors obtained from misfit of EHB data with CUB1.0
model can:

i.  Capture variability in sation breskdown (Table A1)
ii.  Capture variahility in geographic region (Figure 3)
iii.  Cgpture variability of un-modeled sgnal (Section 7)

c. Empirical (JHD) cluster corrections versus model s(Section 4; Israelsson
et al., 2001):

I.  Generd corrdation, especialy with the CUB1.0 model
predictions, supports the 3-D modds

ii.  Scatter of (JHD-CUB1.0) corrections supports overal model
errors

iii.  Genera modd error trend supported

iv. ~ Modd error estimates are consstent (Overall, probably smdler
than actual mode errors, thereby compensating for measurement
errors in the modd errors))
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d. Evidence fromrelocation and coverage tests(Section 5; Yang et al.,
2001a,b; McLaughlin and Bondar, 2001) :

I.  Relocation testsresulted in satigicdly sgnificant location
improvements

il.  Tessugang high quaity GTO— GT10 reference events and
regiond arrivasonly dl result in 90% or greater coverage,
within resolution of sample Setigtics

iii.  Onetest usng lower quality supposed GT5 reference events
resulted in 84% coverage

iv.  Giventhetotd error budget (modd error + measurement error +
GT uncertainty), fewer events degraded than would be expected
based on random chance

V.  Intetssmulating the IMS network and using a combination of
cdibrated Pn and Sh with uncalibrated telesaismics (with/without
uncaibrated Pg and Lg), nearly al resulted in 90% or more
coverage

vi. Tessusng redidic telessismic-to-regiond phase ratios for
smulated IMS network verified 90% coverage and location
improvement. These tests verified that the rdative weighting of
teleseismic to regiona phases based on our modd errors
estimates is acceptable

vii.  Andydssof test coverage satistics for GTO — GT10 reference
evens indicate that the modd errors are conservative at the 50"
and 90" percentile

3. Recommendations and future work

This andysis is a report on the progress in the firsg phase of a two-phase project. In
Phase-2, we will present more redisic modding eror estimates more closdly tied to
the 3-D mode and will be a function of geogregphica location. Towards this god, we
have andyzed and tested severd different techniques that can alow us to obtain these
improved error estimates. We have identified a JHD based technique and a Monte
Carlo modd evauation as most promising for Phase 2 (Section 8). In Section 4, we
have shown that the measurement error can be a sgnificant portion of and correlated
to modding eror. Thus a separate andyss that focuses on better estimates of
estimates of measuremernt errors will aso be needed to improve modeing errors.
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